
Journal of Computing and Electronic Information Management 
ISSN: 2413-1660 | Vol. 17, No. 2, 2025 

 

26 

Optimization of Weighted Hybrid Algorithm based on 
Collaborative Filtering and Content Filtering in Steam 
Game Recommendation 

Siman Wang, Yi Xu, Sai Li, Juan Li * 

Wuhan Business School, Wuhan, Hubei Province 4300010, China 

* Corresponding author 

 

Abstract: As the number of games on the Steam platform continues to grow, it becomes more and more difficult for users to 

quickly find the games that match their interests among the huge number of games. This study aims to optimize a set of weighted 

hybrid recommendation algorithms integrating collaborative filtering and content filtering to improve the accuracy and 

experience of personalized game recommendations. By writing a crawler program in Python, we collect game data on the Steam 

platform in real time, and construct an original dataset containing game types, ratings, vendors, and other dimensions. 

Subsequently, cluster analysis is used to model users' historical purchasing behavior, combined with content filtering algorithm 

to extract game feature vectors, and collaborative filtering algorithm is applied to calculate user similarity, and finally weighted 

hybrid strategy is used to generate recommendation results. The research results show that the method has good practical 

application value in alleviating the cold-start problem and improving recommendation diversity and accuracy. 
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1. Introduction 

In recent years, the gaming industry has shown explosive 

growth and become an important part of the global cultural 

entertainment industry. With the continuous development of 

Internet technology and hardware devices, the types, quality 

and number of users of games have grown significantly. 

Among them, Steam has become the world's leading digital 

game distribution platform with its powerful ecosystem and 

massive game resources. However, the surge in the number of 

games on the platform has also brought about the problem of 

information overload, and users are faced with a lot of 

interference and trouble in the selection process. 

For this reason, the introduction of personalized 

recommendation is particularly important. Guan Fei (2021), 

on the other hand, optimized collaborative filtering 

recommendation algorithms, including SlopeOne-based 

algorithm and improved K-means algorithm. [1] Lu Hao-Yin 

(2025) studied the integration and application of collaborative 

filtering and content-based recommendation algorithms in 

movie recommendation system, and explored the effective 

integration strategies and methods of collaborative filtering 

and content recommendation algorithms[2] . Hongsheng Bian 

(2024) improved K-means clustering using center 

aggregation parameter,and proposed a collaborative filtering 

recommendation algorithm that integrates improved K-means 

clustering and item content[3] . Miao Wang and Dawei Li 

(2023) Advantages and Disadvantages of Content-based 

Recommendation Algorithm and User-based Collaborative 

Filtering Algorithm, combined the two algorithms and 

constructed a hybrid algorithm based recommender system, 

which improves the problem of data sparsity[4] . Zhao 

Yuanyuan, Zhang Xiaolei (2023) in-depth study of content-

based and collaborative filtering recommendation algorithms 

based on the article proposed in the collaborative filtering 

recommendation algorithm based on the incorporation of the 

time factor and with the content-based recommendation 

algorithm right fusion of the music recommendation 

algorithm[5] . Pan Yue (2023) chose Movie Lens-1m dataset 

to study the hybrid recommendation based on content and 

collaborative filtering algorithm, and then compared the 

experiment with traditional collaborative filtering 

recommendation algorithm[6] . Liu Xu et al. (2022) used 

hybrid recommendation algorithm to calculate the weight 

matrix of users and markers, the similarity between the two, 

and then realize personalized recommendation, to complete 

the construction of the whole cloud vocal music teaching 

system[7] . Xueding Li et al. (2021) used a cascade approach 

to mix the two recommendation algorithms, which alleviated 

the user cold-start problem, the item cold-start problem and 

the data sparsity problem to a certain extent, and overcame 

the limitations of a single algorithm[8] . Gao Fei et al. (2022) 

applied the content-based recommendation algorithm and 

collaborative filtering algorithm in recommender system to 

the personalized learning of students' weak knowledge points 

and final assessment analysis respectively[9] . LeiF et al. 

(2021) proposed an online marketing recommendation 

algorithm based on content integration and collaborative 

filtering, which calculates the similarity between the 

marketing content and the fusion model to form a set of user 

scores combining features. ratings,and then through K-means 

clustering,the recommendation is finally realized[10] . 

GeethaG et al. (2018) constructed a more accurate movie 

recommendation system by mining the movie database and 

collecting all the important information that needs to be 

recommended, such as popularity, attractiveness, etc., by 

using content-based collaborative filtering and hybrid 

filtering techniques, and by combining the results of these two 

techniques[11] . 

This study proposes a weighted hybrid recommendation 

method based on content filtering and collaborative filtering, 

aiming at realizing efficient and accurate game 

recommendation from user interests. Content filtering focuses 

on analyzing the characteristics of the games purchased by 
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users, such as genres and manufacturers, to find similar 

content; collaborative filtering explores similar users through 

their purchasing behaviors, and realizes pushing with their 

preferred behaviors. On the basis of integrating the 

advantages of the two, a weighting strategy is used to 

combine the results of the two types of recommendations to 

further optimize the diversity and accuracy of 

recommendations. 

In order to ensure the practical feasibility of game 

recommendation and data integrity, this paper adopts Python 

to write a crawler program to automatically collect game 

information on the Steam platform. The acquired data is pre-

processed by filling missing values, cleaning duplicates and 

extracting feature vectors, which constitutes a complete data 

base and serves the recommendation algorithm modeling and 

optimization process. This study aims to improve the 

efficiency and intelligence of recommendation algorithms in 

practical application scenarios, and at the same time provides 

a technical path and optimization strategy for the research of 

game recommendation algorithms. 

2. Personalized Recommendation 
Algorithms and Hybrid Model 
Optimization 

2.1. Similarity calculation 

In the field of data analysis and machine learning, 

similarity calculation aims to quantify the degree of 

association between different data objects, and its core idea is 

to assess the similarity by measuring the spatial distance 

between data vectors, in general, the shorter the distance 

between the vectors, the higher the similarity between the two. 

The details are as follows: 

2.1.1. Cosine similarity  

The cosine similarity method is often used when measuring 

the degree of similarity between user rating vectors or item 

feature vectors. This method places the vectors in space and 

takes the cosine value of the angle between the two vectors as 

the similarity metric. As shown in equation (1): 

cos(𝜃) =
𝐴 ⋅ 𝐵⃗⃗

|𝐴||𝐵⃗⃗|
=

∑ 𝑎𝑖𝑏𝑖
𝑛
𝑖=1

√∑ 𝑎𝑖
2𝑛

𝑖=1 √∑ 𝑏𝑖
2𝑛

𝑖=1

(1)
 

2.1.2. Pearson's correlation coefficient  

In a recommendation algorithm system, it can be used to 

measure the correlation between the ratings of two users for 

items that have been evaluated together, or the correlation 

between the ratings of two items that have been evaluated by 

the same users. 

Suppose there are two vectors𝑋⃗  =(χ1  ,χ2  ,⋯  ,χn  ) and 

(𝑌⃗⃗ =y1  ,y2  ,⋯  ,yn  ), the computation is shown in Equation 

(2): 

𝑟𝑋𝑌 =
∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1 √∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1

(2) 

where  𝑥̅  and  𝑦 ̅  are the mean values of  𝑋⃗  and  𝑌⃗⃗  , 

respectively. 

2.1.3. Euclidean distance 

Evaluates the straight-line distance between two vectors in 

n-dimensional space. The closer the distance, the more similar 

the two vectors are. For two vectors𝐴  =(a1  ,a2  ,⋯  ,an  ) 

and 𝐵⃗⃗  =( b1  , b2  , ⋯  , bn  ), the computation is shown in 

equations (3): 

𝑑(𝐴, 𝐵⃗⃗) = √∑(𝑎𝑖 − 𝑏𝑖)2

𝑛

𝑖=1

(3) 

2.1.4. Jaccard Similarities 

The Jaccard similarity coefficient accurately measures the 

degree of similarity between two sets, with values in the 

interval 0 to 1. The closer the value is to 1, the higher the 

degree of overlap between the two sets and the stronger the 

similarity. For two sets A and B, the Jaccard 

similarity𝐽(𝐴, 𝐵) , is calculated as shown in equation (4): 

𝐽(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|

|𝐴 ∪ 𝐵|
(4) 

2.2. K-Means clustering algorithm 

The K-Means clustering algorithm, as a representative 

algorithm in the field of unsupervised learning, focuses on 

classifying and structuring data through an iterative 

optimization strategy that accurately aggregates a given 

dataset into K clusters with similar characteristics. The 

algorithm initially assigns K data points as cluster centers at 

random, and then classifies each sample point into the cluster 

of its closest center of mass based on Euclidean distance and 

other metrics. After the samples are classified, the center of 

mass is re-determined by calculating the mean value of all 

samples in the cluster. 

In practical applications, data tends to change dynamically, 

e.g., game data is constantly updated and new games are 

constantly on the shelves. The stochastic nature of the 

clustering algorithm allows the algorithm to better adapt to 

such dynamic changes, and each time the algorithm is run, 

due to the different initial state, the algorithm is able to re-

explore and clustering the new data distribution, thus 

providing recommendation results that are more in line with 

the current data situation. 

In clustering algorithms, the distance calculation mostly 

used is Euclidean distance. For two sample points x and y, it 

is defined as in equation (5): 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

(5) 

The algorithm flow is to first initialize and randomly select 

k data points as the initial center of mass, i.e.,𝜇1 ,𝜇2 ,⋯ ,𝜇𝑘 . 

Then each data point (𝑥𝑖)  is assigned to the cluster where the 

closest center of mass is located, and the calculation is shown 

in Equation (6): 

𝐶𝑖 = arg min
𝑗

| 𝑥𝑖 − 𝜇𝑗|2 (6) 

The center of mass of each cluster is subsequently 

recalculated and the calculation is shown in Eqs. (7): 

𝜇𝑗 =
1

|𝐶𝑗|
∑ 𝑥𝑖

𝑥𝑖∈𝐶𝑗

(7) 

Repeat the above two steps until the center of mass no 

longer changes or the maximum number of iterations is 

reached. 

The optimization objective of K-means is to minimize the 

sum of the squared distances of all data points to the center of 

mass of the cluster to which they belong (known as inertia or 

intra-cluster sum of squares), defined as in Equation (8): 

𝐽 = ∑ ∑ |𝑥𝑖

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

− μ𝑗|2 (8) 
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The algorithm keeps decreasing the value of J through 

iterations until it converges. 

3. Steam Game Data Collection and 
Preprocessing 

Data acquisition and preprocessing is an indispensable link 

in the optimization of game recommendation algorithms, 

which is of great significance in ensuring the effectiveness of 

recommendations, improving data quality and availability, 

optimizing performance and efficiency, and enhancing the 

adaptability and scalability of algorithmic functions. 

3.1. Steam game data collection 

In order to obtain detailed and accurate game data 

information and complete the optimization recommendation 

algorithm, this study crawls the game data from Steam official 

website 

(https://store.steampowered.com/search/%20?specials=1&pa

ge=%s). Using web crawler technology, the crawler part is 

also written in Python under PyCharm, and the crawling 

process is divided into the crawling of the game basic data 

and the crawling of the game detail page data, with the file 

names "spider.py" and "spiderdetail.py" respectively. ". After 

writing the code to import the relevant libraries, we should 

first configure and set up the Selenium library and Chrome 

driver for automation testing, the specific code is shown in 

Figure 1 (the basic crawling and detail page data crawling file 

of the same part of the code): 

Figure 1 creates a Service object that specifies the path to 

the Chrome driver chromedriver.exe, which is used to control 

the automation of Chrome, and then creates a ChromeOptions 

object to set the startup options for Chrome, adding an 

experimental option to the Chrome browser using the add_ 

experimental_option method, setting the debugger address to 

localhost:9225, which means that the browser instance will be 

connected to a local instance running on port 9225. 

experimental_option method to add an experimental option 

for Chrome, set the debugger address to localhost:9225, 

which means that the browser instance will be connected to 

the debugger running locally on port 9225, which is 

convenient for crawling data with too many browsing 

windows resulting in crawling failures and errors. 

webdriver.Chrome method in conjunction with the Service 

and ChromeOptions objects created earlier to start a Chrome 

instance and assign it to the browser variable.  

In crawling the basic information of the game data, because 

the page is scrolling, so in order to make it possible to crawl 

to the whole page of data, in the console of the page to find 

the documentscrollheight of the page, and then set the 

max_scroll in the code to 3000, with a while loop, and then 

set a wait time, so as to make the crawling smoother, the 

specific part of the code in Figure 2, the code will not be able 

to crawl, but will be able to crawl to the whole page. The 

specific part of the code is shown in Figure 2: 

Then is the most important part of the crawler code, the 

game base data crawling using circular nesting, mainly is the 

cycle of crawling to the different URL and extract information, 

while the details of the crawling page is based on the base 

page to crawl to the detailLink link data for each game details 

link one by one crawling, both are the use of XPath to locate 

the game elements, and then crawling the information they 

need and save it to the database. information and save it to the 

database. The main code of this part is shown in Figures 3 and 

4. 

After crawling the data will be stored in the specified csv 

file, in order to prevent the data in the file character format, 

so we open the file in binary mode and detect the encoding, 

and then use the detected encoding to open the file and then 

insert the data into the database. 

 

 

Figure 1. Configuration and setup code for automated testing 

 

Figure 2. Setting Crawl Page Height Code 
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Figure 3. Main code for crawling the game data base page 

 

Figure 4. Main code for crawling game data detail page 

3.2. Data pre-processing 

Data preprocessing is an indispensable step in Steam game 

recommendation, which is important for improving data 

quality, enhancing data availability and optimizing algorithm 

performance. 

3.2.1. Missing value processing 

Vacant data will directly affect the quality of the data, 

which in turn affects the accuracy and quality of the 

recommended games, and thus fails to meet the users' needs. 

By replacing the missing values, we can ensure the 

completeness of the data to a certain extent, and thus provide 

valuable recommendation information. For numeric columns, 

fill them with 0; for non-numeric columns, fill them with the 

string 'unknown', and finally save and return to the original 

file. The code is shown in Figure 5: 
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Figure 5. Missing Value Handling 

3.2.2. Repeat value processing 

The duplication of data will directly affect the accuracy of 

the data and the recommendation effect later, in order to 

enhance the data quality and recommendation effect, we can 

use df.duplicated() method will return a Boolean Series, 

which is used to indicate whether each row is a duplicate row. 

This can be used as an index to filter out duplicate rows, and 

then the df.drop_duplicates() method removes the duplicate 

rows from the DataFrame. As shown in Figure 6: 

 

Figure 6. Repeat Value Processing 

3.2.3. Data type conversion 

Among them, the game's type, rating and other data belong 

to categorical data, which can be converted to the Categorical 

type of pandas to save memory and improve processing speed. 

As shown in Figure 7: 

The csv file after the above data cleaning is stored in the 

MySQL database, and the final data is shown in Figure 8: 
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Figure 7. Type Conversion 

 

Figure 8. Data Crawling Result Chart 

4. The function implementation and 
optimization effect analysis of 
weighted recommendation algorithm 

To realize the game recommendation function, the first step 

is the content filtering algorithm, which reads the current 

user's data, then acquires all the game data and converts them 

into DataFrame format, extracts the features of the games 

purchased by the user, including the game type and the 

manufacturer, and converts the features into vectors using the 

TF-IDF vectorization method. Then we select a representative 

game from each cluster, merge the features of the 

representative game, and calculate its cosine similarity with 

all the games, and finally sort according to the similarity 

scores, and select the top 10 similar games as the 

recommendation results; followed by collaborative filtering 

algorithms to obtain the purchase records of all the users and 

construct the user-game matrix, and then calculate the 

similarity to find the other users who are the most similar to 

the current user, and recommend the similar games that the 
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current user has purchased but the current user has not 

purchased. The next step is the collaborative filtering 

algorithm, which obtains the purchase records of all users and 

constructs the user-game matrix, calculates the similarity to 

find other users who are most similar to the current user, and 

recommends the games that similar users have purchased, but 

the current user has not. Finally, weighted mixing is 

performed to get the final recommendation result. 

Taking user 1 as the user who is logged in at the moment, 

the information of the serial number of the purchased game 

for this user is (1, 2, 3, 4, 5, 6, 7, 9, 10, 15, 19, 21, 22, 27, 29, 

30, 34, 55, 68, 71, 76, 90, 95, 110, 112, 115, 120), and that of 

the other users are respectively:  

User 2: (1, 3, 4, 5, 6, 12, 14, 17, 22, 30, 84, 85, 150, 191, 

193, 195, 199, 205, 208);  

User 3: (3, 9, 12, 15, 21, 29, 50, 53, 54, 56, 58, 88, 90). 

Through the clustering algorithm and similarity calculation 

and weighted hybrid calculation can get the final 

recommendation results, click to get the recommendation, its 

recommended 10 games as shown in Figure 9: 

Get the full 10 game recommendations, including 

Overcooked! 2, Nuclear Age, Summer Rhapsody: Memories 

of the Countryside, Roller Coaster Star 2, Rainy Adventure 2, 

Devil May Cry HD Collection, DevilMay Cry 4 Special 

Edition, Hello! We've got a love affair ahead of us, Devil May 

Cry 5 - playable character "Vergil", Jurassic World Evolution 

2: Camp Cretaceous Dinosaur Pack, as well as detailed 

information about the corresponding games, so that users can 

learn more about these games. Click Get Recommendations 

again, and the result is shown in Figure 10: 

 

Figure 9. Graph of first game recommendation results 

 

Figure 10. Graph of second game recommendation results 

Get the full 10 game recommendation results including 

Devil May Cry 5, Overcooked! 2, Protector Core Chronicles, 

Summer Rhapsody: Unforgettable Memories in the 

Countryside, Adventure in the Rain 2, Devil May Cry 4 

Special Edition, Hello! We've Got a Love Affair Left, Void 

Survivor, Overcooked! 2 - Surf 'n' Turf, Devil May Cry 5- 

Playable Characters "Vergil". So when the party gets the 

recommendation for the first time and the user is not very 

satisfied, they can click to get it again, thus satisfying the user 

and making them have more choices. 

It is not difficult to find that, due to the clustering algorithm 

to select the k value of the randomness of the problem, 

resulting in each time to obtain the recommendation of the 

results are not exactly the same, although the randomness of 

this helps to avoid falling into the local optimal solution, at 

the same time help to prevent the model overfitting, and from 

a practical point of view, because the data tend to change 

dynamically, so if the game data will be updated, new games 

will continue to be shelves, clustering algorithm of the 

Randomness allows the algorithm to better adapt to this 
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dynamic change, and each time the algorithm is run, due to 

the different initial state, the algorithm is able to re-explore 

and clustering of the new data distribution, so as to provide 

recommendation results that are more in line with the current 

data situation. Ultimately, this can make our recommendation 

results more diverse and thus more responsive to the 

personalized needs of users. 

5. Summary 

This study focuses on solving the core problem of the 

mismatch between information overload and personalized 

needs in Steam platform game recommendation, and 

constructs a set of optimized game recommendation models 

through a weighted hybrid algorithm that integrates 

collaborative filtering and content filtering. In this study, we 

first use Python crawler technology to collect real-time game 

data from Steam platform, covering multi-dimensional 

features such as genres, ratings, vendors, etc., and construct a 

high-quality raw dataset through preprocessing steps such as 

missing value filling, duplicate value processing, and type 

conversion, which lays a solid data foundation for the 

algorithmic modeling. 

At the algorithm design level, the study innovatively 

combines the advantages of content filtering and 

collaborative filtering: the content filtering algorithm 

generates similar game recommendations by extracting the 

characteristic attributes (e.g., genres, vendors) of the games 

that users have already purchased, which effectively captures 

the users' explicit interests; the collaborative filtering 

algorithm mines similar user groups based on users' 

purchasing behaviors, and pushes the potentially interesting 

games that the target users haven't been exposed to, which 

solves the limitations of a single algorithm under the data This 

solves the limitations of a single algorithm in data sparsity 

and cold-start scenarios. By introducing the K-Means 

clustering algorithm to model users' historical behaviors, the 

accuracy of user clustering is further optimized, and the 

computational methods such as cosine similarity and 

Pearson's correlation coefficient are used to improve the 

computational accuracy of feature vectors and user similarity. 

Ultimately, the diversity and accuracy of recommendations 

are significantly improved by integrating the results of the 

two types of algorithms through a weighted hybrid strategy. 

Although the research has achieved some results, there is 

still room for improvement. The current data only focuses on 

structured data (e.g., genre, evaluation), and in the future, 

unstructured data such as user comments, game screenshots, 

etc. can be introduced to deepen feature extraction through 

natural language processing and computer vision technology; 

the weighting strategy adopts fixed weights, and a dynamic 

weight adjustment mechanism based on factors such as user 

activity and game popularity can be explored in the future; in 

addition, the algorithm can be further extended to other 

gaming platforms such as Epic and GOG to realize cross-

ecosystem personalized recommendation. In addition, the 

algorithm  can be further extended to other game platforms 

such as Epic, GOG, etc. to realize cross-ecological 

personalized recommendation. 

This study provides a reusable technical path for the game 

recommendation field and verifies the effectiveness of hybrid 

algorithms in improving the performance of recommendation 

systems. Future research can further explore the dynamic 

weight adjustment mechanism, optimize the feature 

representation by combining deep learning techniques, and 

expand to cross-platform user behavior analysis to further 

enhance the intelligence level and generalization ability of 

recommendation. 
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