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Abstract: The research aims to integrate cloud computing and Unified Modeling Language (UML) technology to optimize 

enterprise project information management systems. The present work summarizes some recent literature on cloud computing 

and UML technology and analyzes the functional requirements of enterprise project information management systems. Then, a 

small financial company's project information management experience is selected as an example for a case study. Besides, the 

system load balancing algorithm based on Hadoop and the HBase distributed data storage network are constructed through UML 

software modeling. The experimental results indicate that the system running time span of the information management system 

built based on cloud computing and UML technology attains 2,750ms under 400 tasks, higher than other algorithms. Meanwhile, 

the query time of the HBase distributed database network can improve the data transmission efficiency to a certain extent. This 

research has practical reference and application value in enhancing the efficiency of enterprise project information search and 

management. 
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1. Introduction 

Under the rapid development of information technology in 

modern society, emerging technologies, such as the Internet, 

big data, and cloud computing, have progressed rapidly. 

Correspondingly, enterprise informatization has become a 

vital measure to improve the efficiency of project information 

management [1-3]. The continuous excavation of market 

vitality by reform policies has led to the constant growth of 

economic dynamism. Due to the integration of various 

information technologies in traditional enterprise projects, the 

total amount of project data tends to become more complex 

and diversified. Managing enterprise project information well 

and improving the efficiency of data queries while ensuring 

data security is the focus and top issues of current researchers. 

There are many problems in traditional enterprise project 

management, such as low efficiency and error-prone query 

results. With the development of data industrialization of 

information technology [4-6], distributed computing methods 

provide a new solution to project management problems [7]. 

Unified Modeling Language (UML) can provide convenience 

for people to understand software requirements and 

architecture. Therefore, the design and application of a project 

information management system based on cloud computing 

and UML is an inevitable trend of enterprise project 

management and maintenance in the future [8-10]. 

Combined with the current development trend of enterprise 

project management, the present work designs an enterprise 

project information management system based on cloud 

computing and UML technology by analyzing the related 

technical concepts. First, this paper explores the data business 

process of enterprise project information and summarizes the 

functional and non-functional requirements of the system. 

Besides, the Radio Frequency Identification data collection 

technology of the Internet of Things (IoT) is adopted for data 

analysis to improve the accuracy of data collection. The main 

innovation of the research lies in the sorting of system files 

based on the Hadoop file merging strategy and the storage of 

system data using the nearest neighbor location matching 

algorithm. The research has practical reference and 

application value for the data-based intelligent storage of 

enterprise project information. 

2. Recent related work 

2.1. Cloud Computing and UML Software 

Modeling Technology 

Cloud computing refers to the massive decomposing of 

data into countless small programs by computer processing 

programs through the network cloud and then using a 

distributed system composed of multiple servers for data 

analysis and processing. Buyya et al. (2018) [11] published a 

profession of next-generation cloud computing to examine 

computer science vision. They reported that the cloud 

computing paradigm had encouraged the creation of scalable 

global enterprise applications. The findings also suggested 

that cost correlated better with value for scientific and high-

performance computing applications. The authors believed 

that recent technological developments and paradigms such 

as serverless computing, software-defined networking, IoT, 

and processing at network edge created the need for 

application models designed to address scalability and 

security. The proposed manifesto could provide research 

directions for the next decade. Dang et al. (2019) [12] 

conducted a survey and research on the IoT and cloud 

computing healthcare systems to establish a seamless data 

exchange network between systems by connecting intelligent 

objects and sensors. The study analyzed the well-known 

security models in the past to deal with security risks and 

predict the future development trend of healthcare based on 

the IoT. The authors demonstrated many challenges hindering 

the development of IoT and cloud computing in healthcare 
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and analyzed and summarized related security models to 

prevent possible security risks. Arunarani et al. (2019) [13] 

applied task scheduling technology to cloud computing and 

conducted a comprehensive survey of task scheduling 

strategies and related indicators suitable for cloud computing 

environments. They confirmed which features should be 

included and which ones should be ignored in a given system 

by studying different schedulers. The study identified future 

research questions related to cloud-based scheduling. Sun et 

al. (2020) [14] discussed and researched the security and 

privacy protection of cloud computing, introduced some 

privacy security risks of cloud computing, and proposed a 

comprehensive privacy security protection framework. They 

also conducted a comparative analysis of typical schemes' 

characteristics and application scope through access control 

and research on encryption technology based on ciphertext 

policy attributes. They thought this research could offer 

achievable technical solutions for security and privacy 

protection in future cloud computing. Mishra (2020) et al. [15] 

researched load balancing and request scheduling in cloud 

computing, reviewed modern load balancing algorithms, and 

put forward a cloud system architecture to explain cloud 

systems. Furthermore, the authors compared performance 

parameters between different studies of load balancing in the 

cloud. They believed this research had practical reference 

value for the related research on cloud computing architecture 

and load balancing algorithms in the future. Bello et al. (2021) 

[16] investigated cloud computing and related use cases in the 

construction industry, introduced the existing cloud 

computing applications in construction, and discussed the 

future potential of cloud computing in the construction 

industry. They stated that cloud computing should be more 

widely adopted in the construction industry. They highlighted 

the obstacles and solutions to the broader adoption of cloud 

computing in the construction industry. Sadeeq et al. (2021) 

[17] investigated the issues and challenges of IoT and cloud 

computing. The findings suggested that it was unwise to store 

all raw data locally in IoT devices with the exponential 

growth of industrial IoT data. 

The use of UML software modeling technology for 

enterprise project information management has become a new 

trend in the development of computational information 

technology. For example, Khaiter et al. (2019) [18] used UML 

software modeling techniques to study the environmental 

software modeling framework for conceptualizing 

sustainable management and discuss the overall multi-layer 

architecture of the framework and its key software 

components. The authors explained the mechanisms of 

practical applications of sustainability so that all goods and 

services provided by ecosystems were fully quantified, 

assessed, and incorporated into decision-making. Mumtaz 

(2019) [19] studied the UML model framework for software 

refactoring, introduced the latest research on detecting 

unpleasant odors in UML models, and compared and 

evaluated odor detection techniques using the proposed 

evaluation framework. The study showed that lousy smell 

detection in class and sequence diagrams was completed 

through design patterns, software indicators, and predefined 

rules. Besides, the use of metrics and predefined rules was 

helpful to detect the model smell in use cases. Ozkaya et al. 

(2020) [20] surveyed utilizing UML software from different 

software architecture viewpoints and 109 practitioners with 

different profiles. The survey results indicated that UML's 

class diagram was the first choice for practitioners. Functional 

structure, data structure, concurrency structure, software code 

structure, system installation, etc., together constituted a 

complete software architecture. Munthe et al. (2020) [21] 

conducted UML modeling and software black-box testing for 

a school payment information system. They found that the 

black-box evaluation method could be used as software 

evaluation. In addition, external control mechanisms could 

adequately control the information system software when 

system testers tested the school payment information system 

as designed and focused. Abdalazeim et al. (2021) [22] used 

an objective UML model and domain ontology to generate 

natural language requirements. Their research showed that 

existing research methods had certain robustness and 

limitations. Triandini et al. (2021) [23] used UML software to 

measure the similarity of graphs and introduced the results of 

similarity measurement between UML graphs of different 

software products. The study showed that the new algorithm 

could be tested by compiling the calculation information of 

each graph, adjusting the calculation method of semantic and 

structural similarity, and constructing the data test set. 

2.2. The Enterprise Project Information 

Management System 

The system theory has practical application value for 

improving enterprise operation efficiency in the process of 

enterprise project information management. For instance, 

Gorkhali et al. (2019) [24] explained information system 

research from a system theory perspective when researching 

enterprise architecture and information management systems. 

They summarized all the latest research advances in systems 

theory in three areas: enterprise systems, enterprise 

information systems, and enterprise architecture. The 

research results indicated that system theory and system 

perspective were critical research methods for enterprise 

information management. Tian et al. (2020) [25] studied the 

information system design of IoT-enabled manufacturing 

enterprises and optimized the production information 

management system and workshop dynamic scheduling 

strategy based on the industrial IoT technology. The 

computational experiments suggested that the values of 

relative error and average ideal distance were 11.3 and 13.74, 

respectively, demonstrating the feasibility and efficiency of 

the proposed scheduling method. Ye et al. (2020) [26] studied 

the intelligent physical system for enterprise information 

strategic planning and management. They realized the online 

scheduling optimization of enterprise data building energy 

management in the innovative grid environment. They proved 

that the proposed power prediction method could provide 

real-time input to consumers and promote the better 

application of power in the intelligent physical system. Cui et 

al. (2021) [27] investigated the anonymous proof mechanism 

in enterprise information management and proposed a novel 

direct unknown authentication scheme by introducing short 

signatures in enterprise information management. The 

proposed plan simplified the signing and verification process 

of member certificates and reduced its computational cost to 

meet trusted platform modules' normative and security 

requirements. Zdravković et al. (2021) [28] optimized 

artificial intelligence-based manufacturing enterprise 

information systems and reviewed artificial intelligence 

applications in product life cycle management and human 

resources. They believed that this research had practical 

reference value for manufacturing enterprises' digital and 

intelligent control. Kim (2021) [29] focused on corporate 
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information security portals of financial companies. The 

scholars established and operated information security 

systems, checked system vulnerabilities, and protected 

information privacy through systematic design and 

implementation. This research had significant technical 

reference value for the information protection governance and 

security management of financial companies. 

To sum up, with the development of large-scale and 

complex enterprise engineering projects, traditional 

information processing solutions have been difficult to meet 

the needs of engineering project management. Therefore, the 

project management system based on cloud computing 

technology has gradually become the research focus of related 

scholars. The system archiving of project information based 

on the project management features combined with the 

project management information architecture can realize the 

high-speed sharing of associated resources. 

3. Research methods 

3.1. Functional Requirements of the 

Information Management System  

The project management requirements are the priority 

when designing an enterprise project management platform 

based on cloud computing technology, including project 

application requirements, project initiation requirements, and 

project closure requirements [30]. Firstly, the qualified 

employees submit the required project application through a 

specific platform. Then, the application is approved by the 

leader of the project department. After the approval, the 

project is initiated. When a project is approved, the project 

name, person in charge, responsible department, and project 

type need to be filled in completely. In addition, the 

completed projects need to submit the project closing 

application through the platform and complete the project 

closing operation after being approved by the leader of the 

project department. Furthermore, the system needs to manage 

and maintain the information of all personnel and departments 

in the company’s projects. The platform needs a cloud 

computing storage environment that supports massive data 

storage. Figure 1 displays the functional requirements of the 

information management system. 
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Figure 1. Functional requirements analysis of the information 
management system 

3.2. Data Input for the Information 

Management System 

For each data recorded by the management system, the 

value of 𝑋 may be 𝑥𝑖(𝑖 = 1,2, ……𝑛). Eq. (1) indicates the 

information entropy recorded. 

𝐻(𝑋) = −∑  𝑛
𝑖=1 𝑝(𝑥𝑖)log2⁡𝑝(𝑥𝑖)     (1) 

In Eq. (1), 𝑝(𝑥𝑖)  represents ⁡ the probability of 𝑋 = 𝑥𝑖 , 
and n denotes the number of possible values of 𝑋 . The 

corresponding information entropy of the classified attribute 

A of all data in the system record can be calculated according 

to Eq. (2). 

𝐸(𝐴) = −∑  𝑛
𝑗=1

|𝑥𝑗|

|𝑥|
∗ 𝐻(𝑋𝑗)     (2) 

In Eq. (2), 𝐻(𝑋𝑗) denotes the information entropy of the 

data when ⁡𝑋 = 𝑋𝑗. In addition, the information gain is the 

difference between Eq. (1) and Eq. (2), as presented in Eq. (3). 

G = H(X) − E(A)     (3) 

Then, the information gain rate of the system data in terms 

of attribute A can be described as Eq. (4). 

R(A) =
C(A)

 Splitinfo(A) 
     (4) 

In Eq. (4), SplitInfo (A)  represents the information 

decision factor of attribute A, which can be written as Eq. (5). 

SplitInfo (A) = −∑  𝑛
𝑗=1

|𝑥𝑖|

𝑥
∗ log2⁡

|𝑥1|

𝑥
    (5) 

According to the normal distribution empirical function, 

the time matching degree of the system can be recorded as: 

N(𝑡) =
1

√2𝜋𝜎
𝑒
−
(Δ𝑡−𝑡−𝜇)2

2𝜎2       

   (6) 

The time matching degree of all data is normalized and 

simplified according to the characteristics of the normal 

distribution. The time matching degree is finally defined as 

Eq. (7). 

𝑁(𝑡) = {
1 Δ𝑡 ≤ 𝑡

𝑒−𝜋(Δ𝑡−𝑡)
2
Δ𝑡 > 𝑡

    (7) 

In Eq. (7), Δ𝑡  represents the time interval. The time 

matching degree of the data stored at the moment 𝑡𝑖+1 needs 

to meet Eq. (8). 

𝜂(𝑡𝑖+1) = 𝑚𝑎𝑥(𝐻(𝑡𝑖) × 𝐻𝑇(𝑡𝑖+𝑙))  (8) 

In Eq. (8), 𝐻(𝑡𝑖) represents the distance matching degree 

of the data stored at the moment 𝑡𝑖, and 𝐻𝑇(𝑡𝑖+𝑙) refers to 

the distance matching degree of the stored data at the moment 

𝑡𝑖+𝑙. 
Eq. (9) describes the comprehensive matching degree 

between the current storage location and the candidate storage 

location. 

𝜂 = (𝜔𝑑𝑑 + 𝜔𝛼𝛼)𝑐   (9) 

In Eq. (9), 𝜔𝛼 and 𝜔𝑑 represent the distance between the 

current storage location and the candidate storage location 

and the data storage center, respectively; 𝑑  and 𝛼  signify 

the distance coefficient; 𝑐  stands for the connection 

coefficient between the storage locations.  

The normalized value 𝑑̅𝑖  and floating value 𝛼̅𝑖  of the 

stored data are calculated according to: 

𝑑̅𝑖 = 1/(1 + 𝑑𝑖/Δ𝐺𝑃𝑆)    (10) 

𝛼̅𝑖 = 1/(1 + 𝛼𝑖/Δ𝛼)    (11) 

Eq. (12) indicates the matching degree between the anchor 

point and the alternative storage location. 

𝜂𝑖
𝑟 = (𝜔𝑑𝑑̅𝑖

𝑟 + 𝜔𝛼𝛼̅𝑖
𝑟)𝑐𝑖

𝑟   (12) 

In Eq. (12), 𝑐𝑖
𝑟   represents the maximum value of the 

connectivity between the alternative storage location and the 

storage location at the moment 𝑡𝑖.  
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For the distance between the storage location and the data 

reader, the matching speed for reading data is recorded as: 

𝜂𝑖
𝑟 = 𝛿𝑖

𝑟𝑐𝑖
𝑟        

 (13) 

Figure 2 reveals the data information entry frame of the 

information management system at this time. 
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Figure 2. Frame of data information entry of the information 
management system 

According to the feedback principle, the same data is stored 

at the next moment. The matching speed of data storage can 

be recorded as: 

𝜂𝑖+1
𝑟 = 𝜂𝑖

𝑟(𝛿𝑖+1
𝑟 𝑐𝑖+1

𝑟 )    (14) 

At this time, considering the factors of matching degree 

feedback and the set of matching degree algorithms, the 

matching degree at the moment 𝑡𝑖+1 can be expressed as Eq. 

(15). 

𝐻𝑖+1
′ = 𝐻𝑖𝐻𝑖+1

𝑇     (15) 

In addition, 𝐻𝑖  is the matching degree set at the current 

moment for the delay matching algorithm. Then, the matching 

degree set at the next moment is expressed as Eq. (16). 

𝐻𝑡 = 𝐻𝑡−1 (𝜔𝑑𝐷̅
𝑡 + 𝜔𝛼A

¯
𝑡) 𝐶𝑟,𝑡

𝑇    (16) 

Then, the time complexity of the system processing stored 

data is analyzed. The total data processing time 𝑇  can be 

expressed as Eq. (17). 

𝑇 = ∑  𝑛
𝑖=1 𝑡𝑚,𝑖 + ∑  𝑛

𝑖=1 𝑡𝑝 + ∑  𝑛
𝑖=1 𝑡𝑟,𝑖  (17) 

In Eq. (17), 𝑡𝑚,𝑖, 𝑡𝑝 and 𝑡𝑟,𝑖 represent the time spent in 

data search, intermediate data processing, and data screening, 

respectively. Since the time of each calculation of 𝑡𝑚,𝑖 , 𝑡𝑝 

and 𝑡𝑟,𝑖 is roughly the same, the time spent in a single data 

processing is the simplified as Eq. (18). 

𝑇𝑖 = 𝑚𝑎𝑥{𝑡𝑚,𝑖} + 𝑚𝑎𝑥{𝑡𝑟,𝑖} + 𝑡𝑝   (18) 

In addition, the time for data entry into the storage system 

is divided into two parts. The time spent passing through each 

storage unit is expressed as 
𝑑𝑟𝑖

𝑣𝑟𝑖
, and the time spent passing 

through the central processing unit is denoted as 𝑡𝑖. 

𝑡𝑟𝑖 = 𝑡𝑖 +
𝑑𝑟𝑖

𝑣𝑟𝑖
     (19) 

The time interval of data entry is calculated according to 

Eq. (20). 

𝑡𝑟𝑖 = {

𝑡𝑖 (𝑟𝑖 = 𝑟𝑠)

𝑡𝑖 +
𝑑𝑟𝑖

𝑣𝑟𝑖

𝑡𝑖+1 (𝑟𝑖 = 𝑟𝑒)

(𝑟𝑖 ≠ 𝑟𝑠 or 𝑟𝑒)  (20) 

Eq. (21) indicates the average read speed of the system disk. 

𝑉𝑠 = 𝑛𝐿/∑  𝑛
𝑖=1 𝑡𝑖     (21) 

In Eq. (21), 𝑉𝑠 represents the average access time of the 

system, 𝑡𝑖  denotes the time it takes for the i-th data to be 

stored in the system, 𝑛 refers to the total amount of data, and 

𝐿 stands for the storage bandwidth. The instantaneous access 

speed of the system is presented as: 

𝑉𝑡 = ∑  𝑚
𝑘=1 𝑣𝑘/𝑚     22) 

𝑄 = 60𝑛/(𝑡1 − 𝑡0)    (23) 

where 𝑉𝑡  represents the instantaneous access speed, 𝑣𝑘 

refers to the instantaneous access speed when the k-th data is 

stored, and k signifies the total amount of data access. The 

total amount of data access is systematically judged. The 

structural frame is shown in Figure 3.  
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Figure 3. Overall structural framework of the information 
management system 

3.3. Information Storage and Query of the 

Warehouse Information Management 

System for Enterprises 

For the adjacent position of the stored data, the position 

weight of the currently stored data and the rest of the data is 

set by the Euclidean distance formula. The adjacent position 

matching is shown in Eq. (24) ~ Eq. (27). 

𝑑𝑖 = √∑  𝑛
𝑖=1 (𝑟𝑠𝑠𝑖𝑙

𝑖 − 𝑟𝑠𝑠𝑖𝑙
𝑗
)
2
  (24) 

𝑤𝑖 =
1/𝑑𝑖

∑  𝑘
𝑖=1 1/𝑑𝑖

     (25) 

∑  𝑘
𝑖=1 𝑤𝑖 = 1    (26) 

(𝑥̂, ŷ) = ∑  𝑘
𝑖=1 𝑤𝑖(𝑥𝑖 , 𝑦𝑖)    (27) 

Among them, 𝑑𝑖  denotes the Euclidean distance, 𝑟𝑠𝑠𝑖𝑙
𝑖 

represents the Received Signal Strength Indication (RSSI) 

position information of the i-th reference point received by 

the l-th data receiver, and 𝑟𝑠𝑠𝑖𝑙
𝑗
 refers to the RSSI position 

information of the j-th reference point received by the l-th 

data receiver. Besides, 𝑤𝑖  stands for the distance weight of 

the nearest neighbor point i, (𝑥̂, ŷ)  represents the position 

coordinate of the fixed point i, (𝑥𝑖 , 𝑦𝑖) denotes the position 

coordinate of the fixed point i stored in the database, and K is 

the total amount of data.  

The distance discrimination between the data position to be 

processed and the known data position is obtained through the 

cosine value of the signal strength vector of the two positions, 

as shown in Eq. (28). 

cos⁡𝜃 =
𝐴⋅𝐵

∥𝐴∥⋅∥𝐵∥
=

∑  𝑛
𝑖=1 𝑥𝑖⋅𝑦𝑖

(∑  n
𝑖=1 𝑥𝑖

2⋅∑  n
𝑖=1 𝑦𝑖

2)
1/2  (28) 

In Eq. (28), 𝐴 represents the average signal strength of the 

point to be detected after being processed by n signal 

processors, 𝐵 refers to the average coordinate position in the 

database. After calculation, the coordinate data closest to the 

average place in the database is selected as the data storage 



 

16 

location. 

In addition, when locating data in the system, since the 

system noise interference will interfere with the strength of 

the collected data, the Gaussian filtering formula is used to 

eliminate the interference. The information with a success 

probability greater than 90% is selected.  

𝜇 =
1

𝑛
∑  𝑛
𝑖=1 𝑟𝑠𝑠𝑖𝑖     (29) 

𝜎 = √
1

𝑛
∑  𝑛
𝑖=1 (𝑟𝑠𝑠𝑖𝑖 − 𝜇)2    (30) 

In Eq. (29) and Eq. (30), 𝜇 represents the mean value of 

the data signal strength RSSI, n refers to the number of data, 

and 𝜎  indicates the standard deviation of RSSI data. The 

data signal strength is strengthened After the above Gaussian 

filter processing. Figure 4 illustrates the data signal 

processing flow at this time. 
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Figure 4. Process flow of enterprise warehousing data information 

In addition, mean filtering is performed on the data to 

further improve the accuracy of the stored data, as shown in 

Eq. (31). 

𝑅𝑆𝑆𝐼𝑎𝑣𝑔 =
1

𝑛
∑  𝑛
𝑖=1 𝑟𝑆𝑆𝑖𝑖   (31) 

In Eq. (31), 𝑅𝑆𝑆𝐼𝑎𝑣𝑔 represents the mean value of the data 

signal strength, n refers to the number of data, and 𝑟𝑆𝑆𝑖𝑖 
represents the data signal strength value at the i-th position. 

At the same time, it is necessary to divide the data area of the 

stored data signal by clustering. First, the clustering distance 

from the storage object to the data center is calculated 

according to Eq. (32). 

𝐷(𝑖, 𝑟) = √(𝐹𝑖(𝑅𝑆𝑆𝐼𝑛) − 𝐶𝑟(𝑅𝑆𝑆𝐼𝑛))
2
  (32) 

In Eq. (32), 𝐷(𝑖, 𝑟) refers to the Euclidean distance from 

the first fingerprint object to the data center, 𝐹𝑖(𝑅𝑆𝑆𝐼𝑛) 
represents the RSSI value of the i-th fixed-point transmission 

received by the n-th data receiver, and 𝐶𝑟(𝑅𝑆𝑆𝐼𝑛) signifies 

RSSI sent by the r-th data cluster center to the data receiver. 

According to the minimum Euclidean clustering principle, the 

data storage area is divided and updated according to Eq. (33). 

𝐶𝑟 =
1

𝑁𝑟
∑  
𝑁𝑟
𝑡=1 𝑥𝑡(𝑥𝑡 ∈ 𝐶𝑟 , 𝑟 = 1,2,⋯ , 𝐾) (33) 

In Eq. (33), 𝐶𝑟 represents the data set of the r-th area, 𝐶𝑟 

refers to the data clustering center of the r-th area, 𝑁𝑟 

signifies the number of data elements stored in the r-th area, 

and K is the total number of all regions. 

In addition, all data storage areas are arranged according to 

the size of the Euclidean distance. K reference points are 

selected, and the weight assigned to each reference point is 

𝜔𝑗, which is calculated according to Eq. (34). 

𝜔𝑗 =

1

𝐷𝑗

∑  𝐾
𝑗−1

1

𝐷𝑗

     (34) 

Finally, the stored position coordinates are recalculated 

according to the position coordinates of K reference points 

and the corresponding weight values, as shown in Eq. (35). 

(𝑥, 𝑦) = ∑  𝐾
𝑗=1 𝜔𝑗(𝑥𝑗 , 𝑦𝑗)   (35) 

The data collection is set to systematically collect 

enterprise project information to analyze and compare the 

performance of the enterprise information management 

system integrating cloud computing and UML technology. 

Figure 5 displays the codes of the core Hadoop-based file 

merging algorithm. 
1 Algorithm: 

2 Input: File, Node name 

3 Output: Data stream merging 

4 Parameters: Folders, Merged files, Temporary files 

5 Enter the storage file path. 

6 String [] fileList=File.list(); 

7 For(int i=0;i<fileList.length;i++){ 

8       File path re-extraction 

9 If(!readfile.isDirectory()){ 

10 Upload the file to the department node 

11 Int temp; 

12 While(temp=input.read(buffer)!=-1){ 

13 Output.write(buffer,0,temp); 

14 } 

15 End While 

16      End if 

17 End for 

18 } 

19 } 

20 
The data stream is merged into the file, and the file 

merging is completed. 

Figure 5. Flow of the core file merging algorithm based on 
Hadoop 

3.4. Case Study 

This paper designs the enterprise project information 

management system under the guidance of software 

engineering theory by studying cloud computing and UML 

technology. Then, a small financial company is selected as a 

case to test the information management system’s 

performance. The Hadoop-based information management 

method [31] is tested by various databases, such as the Hbase 

distributed database [32]. MapReduce constructs the 

computing model of the system parallel processing. In 

addition, for the application server used by the management 

system, the specific parameters are configured as follows. The 

operating system is MacOS Sierra 10.12.5, the device model 

is MacBook Pro (13-inch, 2017, Two Thunderbolt 3 ports), 

and the CPU adopts 2.3 GHz Intel Core i, the system memory 

is 8G 2133MHz LPDDR3. The graphics card is set to Intel 

Iris Plus Graphics 640 1536 MB. Moreover, it is necessary to 

compare the performance of the Hadoop-based architecture 

algorithm reported here with some load balancing processing 

algorithms, such as Met, Mct, Min, Med, and Max, to evaluate 

the system performance. Figure 6 reveals the experimental 

test environment for cloud computing and UML software 

modeling. 

(a) (b)  

Figure 6. Experimental test environment for software modeling (a. 
the system environment of cloud computing; b. the system testing 

environment of UML software modeling) 
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4. Results and discussion 

4.1. Experimental Results of Load Balancing 

Algorithms 

Different load balancing algorithms are selected to apply to 

the system load balancing to analyze the information 

management and storage effect of the system. The 

performance of the Hadoop-based algorithm proposed in this 

paper is compared with several load balancing processing 

algorithms, including Met, Mct, Min, Med, and Max. The 

results are shown in Figure 7. In addition, regarding the 

performance comparison between MySQL database and 

Hbase distributed database, repeated tests are conducted in 3 

groups, and the results are presented in Figure 8. Figure 9 

compares the test results of these algorithms under different 

numbers of nodes with MySQL database and Hbase 

distributed database. 
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Figure 7. System performance test results of load balancing 
algorithms (a. the change curve of the system running time span 

with the increase of the storage task amount; b. the change curve of 
the system running energy consumption with the rise of the storage 
task amount; c. the change curve of the system running time span 
with the increase in virtual computer nodes; d. the change curve of 
the energy consumption of the system operation with the increase 

in virtual computer nodes) 

According to Figure 7(a), the task running time of several 

load balancing algorithms gradually increases as system 

storage tasks increase. Compared with the other algorithms, 

the running time of the Hadoop-based algorithm proposed 

here varies most obviously with the number of storage tasks. 

When the task amount is 400, the system running time span 

reaches 2,750ms, higher than the other algorithms. The 

change curve of the energy consumption value of system 

operation in Figure 7(b) suggests that with the increase of the 

number of tasks, the energy consumption value of the system 

operation of several algorithms is gradually increasing. 

Among them, the system construction method based on 

Hadoop proposed here consumes the most energy. The reason 

may be the energy dissipation caused by the excessive number 

of user queries after the system is built. As shown in Figure 

7(c), the system running time span gradually decreases with 

the increase of virtual computer nodes. However, the time 

span of the Hadoop-based system construction method 

decreases the fastest, down to around 500ms when the number 

of nodes is 300. Through Figure 7(d), the energy consumption 

of the system operation increases gradually with the increase 

of the number of virtual computer nodes. The method based 

on Hadoop can reduce the energy loss of the system to a 

certain extent and achieve better experimental results under 

low energy consumption than other algorithms. 
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Figure 8. Grouping test results of the MySQL database and Hbase 
distributed database (a. the change curve of query time with the 

increase of the number of queries; b. the change curve of the query 
time consumption with the rise in the number of classified queries; 

c. the change curve of the query time with the increase of the 
system time span) 

As can be seen from Figure 8(a), compared with the 

MySQL database, the query time of the Hbase distributed 

database increases more with the increase of the number of 

system queries. When there are 80 queries, the system query 

time of several groups of experimental data of Hbase is about 

20s on average. Figure 8(b) indicates that with the increase in 

the number of classified queries, the time-consuming of 

querying information in the MySQL database and Hbase 

distributed database is also increasing. However, the Hbase 

distributed database takes more time than the MySQL 

database, which also achieves higher accuracy. According to 

Figure 8(c), with the increase of the system time span, the 

query time fluctuates, but overall, the query time shows an 

upward trend. Besides, the query time of the Hbase 

distributed database is greater than that of the MySQL 

database, indicating that the MySQL database can improve 

the efficiency of data transmission. 

Figure 9(a) demonstrates that with the increase in the 

number of nodes for the same database, the time spent in 

system querying also increases. In general, the system query 

time when the number of nodes is 30 must be greater than the 

system query time when the number of nodes is 10. Also, the 

Hbase database takes more query time than the MySQL 

database. As can be seen from Figure 9(b), with the increase 

of the number of query results, the time value spent on 

filtering data in the MySQL database fluctuates wildly. In 

contrast, the data query time in the HBase database is 

relatively stable. According to Figure 9(c), when the number 

of nodes is 20, the task execution time of the Hbase database 

is 34s on average. Although it is not the optimal result, the 

data query result can remain stable for a long time, which can 

improve the efficiency of data queries and optimize the 

security management of project information. 
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Figure 9. Performance comparison of different databases with 
different numbers of nodes (a. query time consumption curve 

varying with the number of query results; b. time consumption 
curve of filtering data as the number of query results increases; c. 
time consumption curve of executing tasks as the number of query 

results increases) 

4.2. Data Processing Performance Comparison 

of Different Information Management 

Systems 

This section evaluates the data processing performance of 

information management systems constructed by different 

methods. The BigTable and MapReduce system construction 

schemes are selected for performance comparison. Figure 10 

provides the change curve of the total number of tasks in the 

system capacity of different data processing systems and the 

change curve of the average task reading speed with time. In 

addition, Figure 11 shows the overall execution time of 

different system matching schemes. 

According to the change curve of the percentage of total 

tasks in the system capacity of different data processing 

systems in Figure 10 (a), with the increase of the amount of 

stored data, the optimization of the system can continuously 

reduce the percentage of system capacity. Nevertheless, 

there’s a certain amount of decline. When the total amount of 

data reaches 1,500, the complete tasks of the MapReduce data 

processing system account for only 7.5% of the system 

capacity on average. In contrast, the total tasks of the 

BigTable data processing system account for an average of 15% 

of the system capacity at this time. Therefore, the 

optimization performance of the MapReduce data processing 

system is even better. Figure 10(b) shows the average reading 

speed variation curve of different data processing systems 

over time. Specifically, the average reading speed of the 

BigTable data processing system fluctuates wildly. On the 

contrary, the reading speed of the MapReduce data processing 

system is relatively smooth, protecting the disk of the data 

reading system and prolonging the service life of the system 

to a certain degree. 
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Figure 10. Performance comparison results of different data 
processing systems (a. the change curve of the percentage of total 

tasks in the system capacity of different data processing systems; b. 
variation curve of task average reading speed with time in different 

data processing systems) 

(a) (b)

200 400 600 800 1000120014001600
6

8

10

12

14

16

18

20

22
 n=10  n=20

 n=30  n=40

 n=50  n=60

R
u

n
 T

im
e(

m
s)

Quantity of Stored Data(n)

 

Figure 11. Comparison of the execution time of two system 
matching schemes with different number of nodes (a. comparison 
of the overall execution time of the BigTable matching scheme; b. 

comparison of the overall execution time of the MapReduce 
matching scheme) 

From the comparison results of the overall time between 

the BigTable system and the MapReduce system in Figure 11, 

with the increase of the number of nodes, the execution time 

of the matching scheme continues to increase. However, this 

growth is limited to a certain extent. The actual execution time 

of the BigTable solution continues to increase when the 

number of nodes increases from 10 to 60 but decreases to 

some extent when the total amount of data stored exceeds 

1,500. The MapReduce system reaches the maximum 

execution time when the number of nodes is 40. After that, 

with the increase of the number of nodes, the execution time 

of the plan decreases to a certain extent. These results prove 

that compared with the BigTable system, the MapReduce 

system reported here is more conducive to the security and 

stability of project information management. 

5. Conclusion 

With the continuous development of the social economy 

and technology, enterprise projects tend to be complicated 

and large-scale. The extensive collection of various 

information and technologies gradually makes the project a 

complex long-term system engineering. This paper aims to 

design and optimize the enterprise project information 

management system based on cloud computing and UML 

software modeling technology. The research starts from cloud 

computing and UML software modeling technology and 

studies the development process of enterprise project 

information management systems by sorting out essential 

concepts and reviewing the literature. Under the guidance of 

software engineering, this paper analyzes the functional 

requirements of the information management system. Then, 

enterprise storage information is taken as an example to 

simulate the data information entry and information storage 

location query of the information management system. The 
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research results show that the system running time span of the 

information management system built based on cloud 

computing and UML technology is 2,750ms under 400 tasks, 

which is higher than the other algorithms. At the same time, 

the query time of the HBase distributed database can be 

determined by the efficiency of data transmission to a certain 

extent. The research has significant reference value for the 

digital and intelligent development of enterprise project 

information. However, some shortcomings remain 

unavoidable. First, some functions of the project information 

management system designed here need to be further 

improved. The system needs to be adjusted according to the 

different types of projects. Besides, system functions need to 

be perfected in the later research to improve the system. 

Second, in the cloud computing storage model, the system 

reported here requires the participation of multiple servers. 

The follow-up research will concentrate on keeping files as 

efficient as possible while reducing the cost of hardware 

facilities. 
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